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Verantwoord en innovatief: AI voor een 
rechtvaardige Rechtspraak 
De Rechtspraakstrategie voor artificiële intelligentie 

 

Artificiële Intelligentie (AI) verandert de wereld ingrijpend. Het zal effect hebben op hoe de 

Rechtspraak werkt, het rechtspreken en het toezichthouden. Procespartijen zullen AI gebruiken, 

AI (of door AI gegenereerde content en besluiten) zal onderwerp van geschil zijn en AI zal impact 

hebben op bewijsvoering. AI kan ook oplossingen bieden voor de grote vraagstukken waarvoor 

de Rechtspraak staat zoals het structurele rechterstekort, toegang tot het recht en (te) lange 

doorlooptijden. Tegelijkertijd moeten we onze ogen niet sluiten voor uitdagingen als de 

bescherming van fundamentele rechten waaronder privacy, non-discriminatie en (rechterlijke) 

autonomie. Deze strategie beschrijft hoe de Rechtspraak tegen AI aankijkt en op welke wijze ze 

met deze ontwikkeling wil omgaan. 

 

Artificiële Intelligentie is overal. AI is een systeemtechnologie en zal net als het internet onze 

samenleving ingrijpend veranderen. De Rechtspraak moet zich er hoe dan ook toe verhouden. 

Enerzijds manifesteert AI zich in de casuïstiek. Hoe gaan we om met door AI gegeneerde proces-  

en bewijsstukken? Welk effect heeft AI op bewijsvoering, equality of arms? Anderzijds biedt AI 

de Rechtspraak zelf ook kansen. Hoe benutten we die? Hoe zetten we AI in op de grote 

vraagstukken van de Rechtspraak? 

 

We zien op korte termijn kansen voor het verbeteren van arbeidsintensieve administratieve en 

logistieke processen zoals roosteren en plannen, pseudonimiseren van uitspraken en het 

verbeteren van besturing van processen via voorspelmodellen voor instroom en routering. Of als 

hulpmiddel bij het opstellen van nieuwsberichten, brieven en presentaties etc.. Ook zien we 

kansen in het verbeteren van het contact met de maatschappij/burger; bijvoorbeeld door het 

automatisch samenvatten van uitspraken op B1-taalniveau en voorlichting door chatbots in 

natuurlijke taal. Maar ook in het juridisch werkveld denken we arbeidsintensieve processen te 

kunnen verbeteren met behulp van AI zoals termijncheck, het vinden van de juiste jurisprudentie 

en het opsporen van afwijkingen binnen de Rekening en Verantwoording-verslagen van Toezicht. 

En we zien een grote rol van AI bij de ondersteuning van het analyseren, structureren en 

samenvatten van grote, complexe dossiers en bijvoorbeeld het opstellen van concept-uitspraken. 

 

Het gebruik van AI-technologie (zowel door procespartijen als door de Rechtspraak zelf) dient in 

overeenstemming te zijn met rechtsstatelijke eisen voor een eerlijk proces, de toegang tot de 

rechter en de rechterlijke onafhankelijkheid en onpartijdigheid. Dit lijkt een open deur maar dat is 

het niet. Technologie is niet waardevrij en bovendien door concentratie van kennis, kapitaal en 

data een machtsfactor. We moeten zorgen dat het rechterlijk domein gevrijwaard blijft van 

ongewenste technologische invloeden. Een hulpmiddel hierbij is de Europese AI-verordening. 

Deze verordening maakt onderscheid tussen laag- en hoogrisicotoepassingen en stelt allerlei 
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verplichtingen bij het gebruik van AI, afhankelijk van het risicoprofiel. Als Rechtspraak volgen 

we deze verordening als vanzelfsprekend. 

 

De rechterlijke macht vormt de derde staatsmacht en speelt een cruciale rol in de 

democratische rechtsstaat. Deze macht dient onafhankelijk te blijven, zowel van de twee 

politieke staatsmachten: de wetgevende en de uitvoerende macht, als van anderen. Artificiële 

Intelligentie (AI) heeft het potentieel om de rechterlijke autonomie direct en indirect te 

beïnvloeden. Zowel de Europese Unie in haar AI-Verordening als de Raad van Europa in 

CCJE Opinie 26 hebben uitdrukkelijk opgeroepen tot maatregelen die waarborgen dat AI de 

rechterlijke oordeelsvorming niet oneigenlijk beïnvloedt. 

 

De ambitie van de Rechtspraak is om risico’s van AI te herkennen en hier passend mee om te 

gaan. Tegelijkertijd biedt AI een krachtig middel om grote uitdagingen van de Rechtspraak aan 

te pakken.  

 

Het gebruik van AI vindt echter uitsluitend plaats binnen de kaders van de rechtsstaat, waarbij 

menselijke controle, transparantie en ethische waarborgen centraal staan.  

 

De Rechtspraak ziet veel toegevoegde waarde in het gebruik van AI in laagrisicoprocessen  

en zet hier dan ook gericht op in. Dit gebeurt op verantwoorde wijze en in lijn met de 

kernwaarden van de Rechtspraak. Door een ‘learning-by-doing’-benadering wordt kennis en 

kunde opgebouwd, zowel technisch als juridisch en organisatorisch. Hiermee wordt een stevige 

basis gelegd om in de toekomst te kunnen voldoen aan de strenge eisen die gesteld worden aan 

hoogrisico-AI. Tot die tijd blijft de inzet van AI in hoogrisicoprocessen uitgesloten, om de 

onafhankelijkheid en betrouwbaarheid van de rechterlijke macht volledig te waarborgen. 

 

De Rechtspraak speelt een cruciale rol in de toepassing -maar daarmee ook nadere interpretatie- 

van het recht in een AI-tijdperk middels de concrete zaken die voorliggen. De Rechtspraak is een 

wezenlijke actor in het vormgeven van rechtsbescherming, rechtszekerheid, etc. in een 

democratische rechtsstaat waarin AI steeds meer in de haarvaten doordringt (incluis het bieden 

van ‘tegenwicht’). We hanteren een 10-puntenplan om deze strategie te realiseren: 

 

1. We ontwikkelen een afwegingskader ten behoeve van de bescherming van de rechterlijke 

macht als onafhankelijke derde staatsmacht, de autonomie van de rechter, fundamentele 

grondrechten (w.o. artikel 6 EVRM), onze kernwaarden (w.o. voor AI relevante waarden als 

soevereiniteit en duurzaamheid), ethiek (bijvoorbeeld door het gebruik van de IAMA, dat 

staat voor de Impact Assessment Mensenrechten en Algoritmes), en dergelijke;  

 

2. We richten onafhankelijk toezicht in op adequaat gebruik van dat afwegingskader, opdat niet 

alleen de vraag “‘mogen’ we het?”, maar ook over de vraag “‘willen’ we het?” gesteld wordt; 
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3. We ontwikkelen samen met de vakinhoud visies, reglementen, afspraken of wat verder nodig 

is om in de casuïstiek adequaat om te kunnen gaan met AI. We zijn daarover in dialoog met 

relevante stakeholders zoals de NOvA en ketenpartners; 

 

4. We investeren in een voorlichting-, ontwikkel- en trainingsprogramma naar omgang met AI 

in de casuïstiek van de rechterlijke praktijk. Dit doen we ook om nieuwe AI-toepassingen te 

herkennen, te ontwikkelen, te gebruiken en de juiste inzet te waarborgen; 

 

5. We investeren en participeren actief in publieke initiatieven zoals gezamenlijk optreden met 

ketenpartners als J&V datalab, NFI en GPT-NL. Daarnaast werken we samen in Europees 

verband (ENCJ, CCJE), met maatschappelijke partijen en wetenschap; 

 

6. We blijven experimenteren, mede op initiatief van de gerechten en ideeën vanuit de 

gerechten. Waar mogelijk schalen we snel op naar landelijke invoering en delen onze 

ervaringen; 

 

7. We investeren in een data- en AI-platform dat naast experimenteren ook kan opschalen om 

daadwerkelijk toegevoegde waarde te kunnen leveren voor gerechten en rechtzoekenden; 

 

8. We maken werk van het voortdurend verbeteren van de kwaliteit en beschikbaarheid van 

rechtspraakgegevens, omdat we beseffen dat deze randvoorwaardelijk zijn voor het gebruik 

van AI. We ontwikkelen een kader voor verantwoorde datadeling, rekening houdend met 

privacy, beschikbaarheid, integriteit, en vertrouwelijkheid van gegevens; 

 

9. We richten ons met name op laagrisicotoepassingen. Door ‘learning-by-doing’ zijn we steeds 

beter in staat de randvoorwaarden in te vullen voor toepassingen die meer richting hoog 

risico gaan. Rechterlijke oordeelsvorming (zoals een robotrechter) sluiten we echter uit; 

 

10. We zorgen voor adequate besturing en monitoring van AI-projecten en AI-toepassingen.  

We zijn compliant met de AI-verordening. We zijn transparant over de inzet van AI. Inzet 

van AI nemen we op in een publiek toegankelijk algoritme/AI-register. We evalueren en 

updaten onze AI-strategie regelmatig, in lijn met technologische en maatschappelijke 

ontwikkelingen. 
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• Opdrachtgever PRO (Saskia / Calluna)

• Programma heeft een regisseursrol

• Uitvoeren AI-strategie

1. Realiseren van AI toepassingen waarmee de Rechtspraak efficiënter en/of 
effectiever kan werken

2. Weerbaar maken van de Rechtspraak op het gebruik van AI in de 
maatschappij in het algemeen en procespartijen in het bijzonder

3. Opleiden van (alle) rechtspraakmedewerkers om (1) en (2) mogelijk te 
maken

1

Scope: realiseren van de AI strategie
Programma AI binnen de Rechtspraak



• AI raakt vooral de volgende 2 wetten:

 AI-act. Die stelt dat ‘AI-systemen die bedoeld zijn om een rechterlijke instantie te ondersteunen bij 
het onderzoeken en uitleggen van feiten en de wet en bij de toepassing van het recht op een 
concrete reeks feiten’ als hoog risico wordt gezien. Aan hoog risico worden tal van eisen gesteld. 
Verder eist de verordening dat iedereen die met AI werkt ‘voldoende geletterd’ is.

 AVG. De AVG vereist een grondslag om persoonsgegevens te verwerken en vereist een reeks aan 
maatregelen ter bescherming.

• De Rechtspraak heeft het beleid dat gevoelige data (w.o. processtukken) in beginsel niet 
buiten de muren van de Rechtspraak mogen bevinden (lees: niet in de cloud)

2

Wat kan wel èn wat kan niet binnen de 
Rechtspraak?



• is het gebruik van generatieve AI onder consumentenvoorwaarden niet 
toegestaan.

 Alle gegevens worden verwerkt door de aanbieder (inloggegevens, prompts, etc) oa 
tbv modelontwikkeling

 Er is geen controle over het lekken van persoons- en gevoelige data of dat de tool 
gebruikt wordt in hoog risico processen

 Het is maar de vraag of gebruikers ‘voldoende geletterd’ zijn voor gebruik van de tool

• zijn Co-pilot en diverse Teams functionaliteiten uitgezet omdat we (en de 
leverancier!) (vooralsnog) niet aan de eisen uit de verordening kunnen voldoen

3

Daarom

Maar wat dan wel?

Presenter-notities
Presentatienotities
Bovendien: hoe leggen we uit dat juist de rechtspraak afwijkt van het rijksbeleid?



• 2 risico profielen:

 Hoog / Laag risico vanuit de AI-act. (We kunnen nog niet aan de eisen voor hoog risico 
kunnen voldoen)

 Hoog / Laag risico vanuit data classificatie. (Gevoelige data w.o. processtukken mogen 
in beginsel niet buiten de muren van de Rechtspraak)

• Wat is de toegevoegde (business)waarde? (UseCases die, holistisch en 
aantoonbaar, bijdragen aan werkdrukverlaging verdienen de voorkeur)

• Welke inspanning is nodig?

• Wat is de bijdrage aan de opbouw van het AI-portfolio/platform? 
(bouwblokken die bijdragen aan andere UseCases)

4

Hoe kiezen we de juiste toepassingen uit de >40 aanvragen?
Afwegingskader



• RechtspraakGPT; de interne variant voor ChatGPT. Geschikt voor 
tekstwerkzaamheden als samenvatten, opstellen documenten etc. Niet 
geschikt voor hoogrisico en persoonsgegevens.

• Juridische vraagbaak; het kunnen stellen van een juridische vraag op, 
door de Rechtspraak zelf geselecteerde, gegevensbronnen waarop een 
antwoord met bronvermelding komt.

• Chatbot op rechtspraak.nl; het in natuurlijke taal dialoog antwoord 
geven op de vragen van burgers.

5

Waar werken we nu aan?
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Intro Landelijk > Vernieuwing > Programma AI > Nieuws > Landelijk programma Artificiële
Intelligentie (AI) bij de Rechtspraak gestart

Landelijk programma Artificiële Intelligentie (AI) bij de
Rechtspraak gestart 

 55 Vind ik leuk

​Onlangs is het landelijk programma AI bij de
Rechtspraak van start gegaan. Artificiële
Intelligentie (AI) verandert de wereld ingrijpend
en verandert met de dag. Het zal effect hebben
op hoe de Rechtspraak werkt, het rechtspreken
en het toezichthouden. De Rechtspraak ziet het
belang om mee te gaan in de ontwikkelingen en
heeft daarom het programma AI de opdracht gegeven om de 10 doelstellingen uit de AI
Strategie te realiseren.  

Hoge eisen aan toepassingen binnen rechterlijk domein
Programmamanager : 'De Rechtspraak ziet veel toegevoegde waarde in het gebruik
van AI en erkent ook de potentiële bedreigingen van onze kernwaarden. Artificiële Intelligentie
die wordt ingezet in processen waarin beslissingen over mensen worden genomen (zoals
rechterlijke oordeelsvorming) wordt gezien als hoog risico AI. De AI-verordening van de
Europese Commissie stelt, terecht, veel eisen aan zulke hoog risico AI-toepassingen,
bijvoorbeeld op het gebied van transparantie en menselijk toezicht.' 

Beginnen met laagrisico toepassingen
'Daarom beginnen we met AI in laagrisico processen. Dit gebeurt natuurlijk op een
verantwoorde wijze en in lijn met de kernwaarden van de rechtspraak. Door een 'learning-by-
doing'-benadering wordt kennis en kunde opgebouwd, zowel technisch als juridisch en
organisatorisch.'  

Drie toepassingen
'We hebben als landelijk programmateam veel verzoeken gekregen voor AI toepassingen. Deze
hebben we beoordeeld en gekozen voor een drie toepassingen met een laag risico profiel. We
gaan aan de slag met een veilige RechtspraakGPT, vraag & antwoord MKO, en een chatbot op
rechtspraak.nl. We werken aan  een interne 'Rechtspraak GPT' die in een beveiligde eigen
omgeving beschikbaar kan worden gesteld aan Rechtspraak medewerkers. 

Het doel van deze interne RechtspraakGPT is om te ondersteunen in administratieve
werkzaamheden en niet in het primaire proces. Daarnaast gaan we AI inzetten o​m MKO beter
te ontsluiten: niet zoeken maar het stellen van een (juridische) vraag waarop in natuurlijke
taal een antwoord komt uit onze eigen informatiebronnen. Tot slot willen we een chatbot
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ontwikkelen voor rechtspraak.nl om de bezoekers van onze website te helpen bij het zoeken
van informatie.'  

Wie gaat dit doen?
'Het programma inspireert, initieert en voert regie. Voor de realisatie van deze punten wordt
zoveel mogelijk belegd in de lijn waar die werkzaamheden thuishoren en/of nu al plaatsvinden.
Denk hierbij aan de vakinhoud over het effect van AI in casuïstiek, aan IVO voor een AI-
platform en SSR voor opleidingen.'  

Wat wil je collega's in elk geval meegeven?
'We krijgen veel vragen over de inzet van AI in het rechterlijk domein, bijvoorbeeld om
ChatGPT in te zetten voor het opstellen van een conceptvonnis. De Europese AI verordening
stelt niet voor niets strenge eisen aan de inzet van AI in het rechterlijk domein. Eisen waaraan
huidige beschikbare AI toepassingen niet aan voldoen. Op korte termijn zie ik daarom geen
mogelijkheden om AI op verantwoorde wijze in te zetten in het rechterlijk domein. Wel hebben
we nauw contact met de vakinhoud over de ontwikkelingen op dit gebied.' 

Meer weten?
Voor meer informatie of ideeën over toepassingen en de voortgang van het programma kijk op
Pagina's - Programma AI bij de Rechtspraak of neem contact op met het programma

@rechtspraak.nl. Daar vind je ook het cursusaanbod van SSR over AI: Pagina's -
Cursusaanbod AI.​​

Kenmerk: 
Zie ook: 
Bron: Landelijk programma Artificiële Intelligentie (AI)

Reacties
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Rvdr > Bereid je voor op de komst van RechtspraakGPT

Bereid je voor op de komst van RechtspraakGPT 
 15 Vind ik leuk

​We kunnen er niet meer omheen: AI heeft
ook effect op ons werk.
AI kan voor de Rechtspraak een waardevolle
ondersteuning bieden, maar daar staat
tegenover dat het gebruik van AI ook
risico's met zich mee kan brengen. Daarom
is de Rechtspraak gestart met het
ontwikkelen van een eigen tool:
RechtspraakGPT. In zijn briefing van 9 oktober 2025 heeft Olav hier al meer over verteld.

Op woensdag 10 december gaat onze nieuwe AI-assistent live voor alle medewerkers. Om
veilig en verantwoord met deze tool te werken, volg je eerst een korte e-learning via SSR. De
training duurt ongeveer 15 minuten en moet voltooid zijn voordat je de tool kunt gebruiken.
Op 10 december wordt de link naar de e-learning gedeeld in een bericht op intro landelijk.

Wat kun je nu al doen? 

Zonder een actief MijnSSR-account kun je de e-learning niet starten en krijg je dus geen
toegang tot RechtspraakGPT. Ga als volgt na of je een account hebt:

​Ga naar 'Mijn SSR​' op de website van SSR en controleer of je kunt inloggen.
Heb je nog geen account? Vraag er dan één aan via: @rechtspraak.nl

Zo ben je helemaal klaar om op 10 december de training af te ronden en te starten met
RechtspraakGPT. 

Waarvoor kun je RechtspraakGPT gebruiken?

Vanwege privacy- en beveiligingsredenen kan RechtspraakGPT geen informatie opzoeken op
het internet en heeft het geen koppeling met​ interne databronnen binnen de Rechtspraak.

Deze tool helpt je vooral bij tekstuele taken buiten het primaire proces, zoals het samenvatten
van beleidsdocumenten, het herschrijven van teksten naar B1-niveau, het samenvatten van
geanonimiseerde notulen en het opstellen van korte communicatieberichten.

RechtspraakGPT mag niet worden gebruikt voor:

Ondersteuning bij het rechterlijk oordeelsvormingsproces of bij personeelsbeheer
Het verwerken van processtukken
Het verwerken van persoonsgegevens waarbij besluiten over personen worden genomen
 

Ondersteuning
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Om je te helpen bij het gebruik van RechtspraakGPT zijn er binnenkort een
gebruikershandleiding, een overzicht met veelgestelde vragen en een overzicht van
praktijkvoorbeelden beschikbaar:

Meer lezen?

Kijk dan op de landelijke pagina AI​. Binnenkort verschijnt op het Digiplein​ een nieuwe pagina
over RechtspraakGPT. Hierop staat informatie over de tool, de gebruikerskaders en praktische
tips.

Voor vragen kun je contact opnemen met onze lokaal implementatiecoördinator 
 ​

Kenmerk: 
Zie ook: 
Bron:

Reacties
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Intro Landelijk > Digiplein > Nieuws > Een robotrechter komt er niet, maar AI wel

Een robotrechter komt er niet, maar AI wel 
 39 Vind ik leuk

Dit is het tweede artikel in de serie
‘Perspectieven op AI en data voor de
Rechtspraak’. Na het vorige artikel over
ChatGPT komt in dit artikel de robotrechter
aan bod. De collega’s van het Datalab van de
Rechtspraak leggen uit waarom met de
bestaande technieken een rechtsprekend AI-
systeem niet betrouwbaar of realistisch is.

De robotrechter zal er voorlopig niet komen. Algoritmen die een voorspelling doen over nieuwe
gevallen zijn – zoals ze nu zijn – niet geschikt voor het doen van uitspraken. Doordat
algoritmen ontwikkeld worden op basis van historische gegevens, zijn deze niet in staat
recentere juridische en maatschappelijke ontwikkelingen mee te nemen in de overwegingen.
Hiermee zou rechtsontwikkeling vrijwel onmogelijk worden, en daarmee de rechtspraak minder
rechtvaardig.

A.I. in de rechtspraak
Kunstmatige of artificiële intelligentie (AI) komt steeds vaker voor in het recht. Zo is in de
Verenigde Staten een computermodel ontwikkeld dat uitspraken van het Supreme Court
voorspelde. In Colombia heeft in een recente rechtszaak een rechter hulp gezocht bij het door
OpenAI ontwikkelde ChatGPT. En dichter bij huis is door de Universiteit Groningen een systeem
gemaakt dat uitspraken van het Europees Hof voor de Rechten van de Mens kan voorspellen.

Dat wat een computer binnenkort kan
De fascinatie met “intelligente” computersystemen is niet nieuw. In 1997 was schaakcomputer
Deep Blue wereldnieuws toen de supercomputer van IBM won van toenmalig wereldkampioen
schaken Kasparov. Schaken werd vanwege het grote aantal mogelijke scenario’s lang gezien
als een teken van intelligentie. Na de overwinning van Deep Blue verschoof dit beeld: schaak
was een spel dat door computers gewonnen kon worden, en daarmee geen uitdaging meer.
Een computer die kon schaken werd al snel niet meer als een bijzonderheid of intelligent
gezien. Inmiddels zijn ook het spel Go en verschillende andere spellen gespeeld (en
gewonnen) door computersystemen. Hierin zie je de “moving goalposts” of “verschuivende
doelpalen” van het nabootsen van intelligentie: als we iets door een computer kunnen laten
doen, in hoeverre zien we dat nog als intelligentie? AI is daarom ook wel gekscherend
beschreven als ‘dat wat een computer binnenkort kan’.



Van statistiek naar AI
De toepassingen die mensen als intelligent beschouwen zijn dus veranderd door de loop van
tijd. De achterliggende methodieken voor onze AI-systemen zijn alleen helemaal niet zoveel
veranderd. De algoritmen die gebruikt worden bij het ontwikkelen van AI zijn allemaal op basis
van statistiek. Op basis van gemiddelden, berekeningen en wiskundige formules wordt een
model gemaakt van de historische gegevens. Het grote verschil met de statistische methoden
van vroeger is de schaal. Door technologische ontwikkelingen is het mogelijk om sneller en
met veel meer gegevens tegelijk ingewikkelde berekeningen uit te voeren. De grondbeginselen
zijn niet veranderd. Het uitgangspunt is het idee dat de gegevens uit het verleden
representatief zijn voor de situatie van nu en de toekomst.

Rechtsontwikkeling
Juist dat uitgangspunt maakt de huidige vorm van AI ongeschikt voor het automatiseren van
uitspraken – nog afgezien van de vraag of dat zou moeten. Net als ons beeld van intelligente
computers, verschuift ook ons idee van rechtvaardigheid voortdurend. De samenleving
verandert, en daarmee ook onze overtuigingen. Over veel onderwerpen die in het verleden als
normaal werden beschouwd is ons gedeelde standpunt veranderd, zoals stemrecht of slavernij.
Omdat AI – zoals dat nu bestaat – alles baseert op historische informatie, is het voor een AI-
systeem onmogelijk om de tijdsgeest mee te nemen als overweging in een beslissing. Zo’n
systeem kan dus in een veranderende samenleving niet altijd een rechtvaardige beslissing
nemen. Het belangrijke aspect van rechtsontwikkeling is met een AI-systeem volgens de
huidige methoden onmogelijk. Dat is nog naast de ethische bezwaren die het inzetten van een
robotrechter met zich mee zou brengen – een onderwerp voor een volgend artikel.

Binnen de Rechtspraak
Is het gebruik van AI binnen de rechtspraak dan helemaal onmogelijk? De robotrechter is nog
niet aan de orde, maar AI-systemen kunnen wél ondersteunen bij het werk van rechters en
juristen. Daarbij gaat het meer om het helpen bij bedrijfsprocessen, dan om het automatiseren
van het rechtsproces. Zo wordt er bij het Datalab van IVO Rechtspraak gewerkt aan een tool
die kan ondersteunen bij het pseudonimiseren van de uitspraken voor publicatie. Daarmee is
er minder handmatig werk nodig voordat een uitspraak gepubliceerd kan worden. Het is maar
één voorbeeld van hoe AI binnen de rechtspraak kan helpen de werkdruk te verlagen.

 Binnen de Rechtspraak is volop discussie over de inzet van AI. Inmiddels staan er diverse
initiatieven op de rol om deze discussie te ondersteunen en daar richting aan te geven. Denk
aan meerdere artikelen over de inzet van AI, gesprekken met collega's en het initiëren van
bijeenkomsten. Op 23 augustus is er een webinar over AI & Data. Meer informatie volgt.
Vragen, opmerkingen of ideeën rondom AI? Neem contact op met ,
portefeuillehouder a.i. Data & Registers bij IVO Rechtspraak.

Bron afbeelding: Mr. Online

Kenmerk: 
Zie ook: 
Bron:  
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De opkomst van ChatGPT deed de
afgelopen maanden veel stof opwaaien.
Schrijvende journalisten die zich
afvroegen wanneer de 'tekstrobot' hun
baan zou overnemen. Advocaten die
experimenteerden met betogen
gegeneerd door ChatGTP. En grote
techbedrijven die daaropvolgend juist
opriepen tot een ontwikkelpauze rond artificiële intelligentie (AI) zoals het model
ChatGPT. Want, onbeheersbaar en niet te controleren. In dit artikel zetten we The
Good, The Bad and The Ugly van ChatGPT op een rijtje. Met als doel een aanzet te
geven tot een bredere discussie binnen de Rechtspraak over artificiële intelligentie
en modellen als ChatGPT.

ChatGPT (het taalmodel van het Amerikaanse bedrijf OpenAI) maakt op veel mensen grote
indruk. De teksten die het model genereert zijn overtuigend echt en lijken vaak geschreven
door een mens van vlees en bloed. Er wordt volop geëxperimenteerd met ChatGPT:
werkstukken van scholieren,  uitnodigingen voor feestjes, vacatureteksten en brainstorms over
uiteenlopende onderwerpen. ChatGPT is een voorbeeld van generatieve artificiële intelligentie
(AI). AI-systemen die content, zoals tekst, afbeeldingen of geluidsfragmenten, kunnen
genereren op basis van een instructie. Sommige experts zien AI als systeemtechnologie; een
nieuwe technologie met impact op allerlei aspecten van de samenleving, zoals eerder de
verbrandingsmotor en het internet.

The Good: mogelijkheden en kansen
In veel sectoren wordt gretig gebruik gemaakt van de mogelijkheden die dit soort modellen
biedt. Zo gebruiken professionals ChatGPT voor het genereren van ideeën voor
reclamecampagnes, voor het opstellen van interne communicatie, en om te ondersteunen bij
programmeren.

Binnen de context van de Rechtspraak zijn er absoluut kansen als het gaat over generatieve
AI. Deze modellen kunnen ondersteunen bij tijdrovende taken, waardoor men zich bij het
gerecht kan toeleggen op de complexere problemen. Voorbeelden zijn ondersteuning bij het
analyseren, samenvatten of pseudonimiseren van dossiers; het schrijven van brieven of
uitspraken en het beantwoorden van vragen over het verloop van een zaak.



The Bad: privacyrisico's
Toch zijn er niet alleen voordelen aan het gebruik van ChatGPT en andere grote taalmodellen.
Wanneer een gebruiker een tekst invoert in ChatGPT, gaat deze direct naar een van de servers
van OpenAI, het bedrijf achter ChatGPT. Daar wordt de tekst opgeslagen voor hergebruik. Wat
er vervolgens precies mee gebeurt is onduidelijk. Persoonsgegevens of andere vertrouwelijke
informatie die in de invoer staat, komt zo dus bij een (commerciële) derde partij terecht. Zo
kan er makkelijk onbedoeld een datalek ontstaan.

The Ugly: hallucinaties en vooroordelen
Daarnaast zijn ChatGPT en andere generatieve AI-modellen ontwikkeld om de meest
waarschijnlijke output te genereren. Dit betekent dat een tekst die ChatGPT genereert niet
feitelijk correct of gepast hoeft te zijn. Het model kan 'hallucineren': volledig verzonnen
informatie in een mooie tekst zetten, die heel overtuigend klinkt. Een tekst van ChatGPT kan
bovendien (ongemerkt) vooroordelen bevatten. Het AI-model gebruikt immers teksten van het
internet als bron. Veel van die teksten zijn niet vanuit een objectieve invalshoek of met
neutrale bedoelingen geschreven. In sommige gevallen is dat moeilijk op te merken,
bijvoorbeeld als de strekking van een tekst overeenkomt met de mening van de gebruiker. Het
zal dan minder snel als sturend of bevooroordeeld worden ervaren.

Ook de makers van generatieve AI onderkennen de bovenstaande risico's. Zo staat in de
algemene gebruiksvoorwaarden van ChatGPT dat het systeem niet gebruikt mag worden voor
hoog-risicotoepassingen bij de overheid. Daarbij worden onder andere de strafrechtelijke
context en vraagstukken rond immigratie expliciet genoemd als hoog-risico. Zo willen de
makers voorkomen dat ChatGPT gebruikt wordt bij het maken van beslissingen waarbij er veel
op het spel staat voor het individu.

Generatieve AI en de Rechtspraak
ChatGPT en andere generatieve artificiële intelligentie kunnen veel processen en handelingen
makkelijker maken. Een AI-model kan ondersteunen bij diverse taken op de gerechten en in de
bedrijfsvoering. En daarmee werkdruk verminderen. Helaas zitten daar nog wel grenzen aan.
De huidige AI-modellen werken beter voor het genereren van ideeën en suggesties dan voor
het creëren van feitelijk correcte teksten of beelden. Daarnaast zijn er op het gebied van
privacy grote risico's aan het 'voeren' van AI-modellen met gevoelige informatie of
(persoons)gegevens, waardoor de verantwoorde inzet van dit soort modellen in een gevoelige
context als die van de Rechtspraak vooralsnog beperkt is.

Vanuit het Datalab van de Rechtspraak wordt gekeken naar manieren om de technieken achter
deze AI-modellen te kunnen inzetten op een wijze die past bij de maatschappelijke rol en
verantwoordelijkheden van de Rechtspraak. Het blijft nodig om voorzichtig en kritisch te zijn
bij het gebruik van generatieve Artificiële Intelligentie. Zowel bij het invoeren van gegevens als
op de kwaliteit van de output.

Hoe verder?
Binnen de Rechtspraak is volop discussie over de inzet van AI. Inmiddels staan er diverse
initiatieven op de rol om deze discussie te ondersteunen en daar richting aan te geven. Denk
aan meerdere artikelen over de inzet van AI, gesprekken met collega's en het initiëren van



bijeenkomsten. Vragen, opmerkingen of ideeën rondom AI? Neem contact op met 
, portefeuillehouder a.i.  Data & Registers bij IVO Rechtspraak.

Perspectieven op AI en Data voor de Rechtspraak

Artificiële intelligentie (AI)  en 'Data'. Twee hoogst actuele onderwerpen die tegenwoordig
steeds meer ter sprake komen in gesprekken met collega's. Met vragen als: Wie mogen
gebruik maken van de data die wij als Rechtspraak beheren en delen? En hoe zorgen we dan
dat de kwaliteit van die data van voldoende niveau is? Kan AI werk in de Rechtspraak
vervangen? Zijn de algoritmes binnen ChatGTP transparant en is het gebruik daarvan ethisch
aanvaardbaar? Zo maar een greep uit de vele vragen die leven rond deze thema's.

Evenals veel andere collega's hebben wij allebei ook al wat geëxperimenteerd met ChatGPT.
Onze conclusie: Verbluffend goed maar ook totale missers. Ook volgen we nauwgezet de
discussie over de inzet van algoritmen. Computerregels die zonder tussenkomst van een
mens beslissingen nemen over bijvoorbeeld het wel of niet toewijzen van een uitkering. We
hebben al gezien welke impact een geautomatiseerde beslissing kan hebben op mensen.

We zijn blij dat binnen de Rechtspraak vaart wordt gemaakt om de discussie over de thema's
AI en Data verder te voeren. Hoe je over deze onderwerpen ook denkt, we zullen ons moeten
gaan verhouden tot deze technologieën en de verdere digitalisering van de Rechtspraak.
Laten we al doende leren of en hoe we deze nieuwe technologie het beste kunnen benutten.
De serie artikelen 'Perspectieven op AI en Data voor de Rechtspraak' is wat ons betreft een
mooie aftrap voor deze discussie. We horen of lezen graag je bijdrage.

Jan-Willem Duijzer                                           Peter Pulles

Directie IVO Rechtspraak                                  Lid Raad voor de rechtspraak

Kenmerk: 
Zie ook: 
Bron: IVO Rechtspraak
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Je bent een enthousiaste gebruiker van artificiële
intelligentie (AI) en hebt privé al tal van
toepassingen uitgeprobeerd. Dan zie je vast
mogelijkheden om je werk beter, sneller of
efficiënter te doen. AI biedt inderdaad enorme
kansen, maar brengt ook risico's met zich mee op
het gebied van privacy en gegevensbescherming.
Wat mag er nou wel en wat niet binnen de Rechtspraak, en welke ontwikkelingen kunnen we
daarin verwachten?

Risico’s van generatieve AI
De Rechtspraak ziet veel toegevoegde waarde in het inzetten van artificiële intelligentie en wil
dat op een verantwoordelijke, innovatieve wijze doen. Het gebruik van openbare generatieve
AI-toepassingen zoals ChatGPT en Copilot is niet toegestaan, wij volgen daarin het
Rijksoverheidsbeleid. De reden daarvoor is dat deze toepassingen gepaard gaan met grote
juridische en ethische bezwaren voor de Rechtspraak. Denk bijvoorbeeld aan het lekken van
vertrouwelijke informatie en de eisen die de Europese AI-verordening stelt als het gaat om
transparantie en de herleidbaarheid van antwoorden (zie blauw kader).

Wat kan er wel op korte termijn?
Vanuit het landelijk programma Artificial Intelligence (AI) bij de Rechtspraak werken we aan
een veilige RechtspraakGPT. We streven ernaar voor het einde van het jaar met de eerste
pilots te starten. RechtspraakGPT zal voorlopig in de cloud draaien en alleen geschikt zijn voor
werkprocessen waarin vertrouwelijke bedrijfsinformatie en gevoelige persoonsgegevens geen
rol spelen, zoals nu ook zaakdossiers niet in de cloud mogen worden opgeslagen.

Je kunt de eerste versie van RechtspraakGPT straks wel gebruiken om een persbericht of
beleidsstuk te schrijven, maar hoogrisicoprocessen zoals het opstellen van een conceptvonnis
of samenvatten van een procesdossier zijn niet toegestaan.

Wat wordt de volgende stap?
We willen dat het gebruik van AI uitsluitend plaatsvindt binnen de kaders van de rechtsstaat,
waarbij menselijke controle, transparantie en ethische waarborgen centraal staan. IVO
Rechtspraak werkt aan een veilige en transparante AI-omgeving op ons eigen netwerk,
waardoor er meer mogelijkheden ontstaan om met vertrouwelijke gegevens te werken. Dat



kost tijd en vergt grote investeringen. We starten daarom met laagrisicotoepassingen, om in
de ondersteunde bedrijfsprocessen snel resultaten te kunnen behalen. De ervaringen die we
daarmee opdoen, dienen als bouwstenen voor een robuust AI-platform. Het is een voortdurend
proces van leren en toetsen, waarbij zorgvuldigheid voorop staat.  Door ‘learning-by-doing’ zijn
we steeds beter in staat de randvoorwaarden in te vullen voor toepassingen die meer richting
hoog risico gaan. Rechterlijke oordeelsvorming (denk aan een robotrechter) sluiten we echter
uit.  

AI-verordening van de EU 
De AI-verordening van de EU stelt, kort gezegd, dat in processen waarin beslissingen over
mensen genomen worden AI alleen is toegestaan onder strenge voorwaarden op het gebied
van herleidbaarheid en transparantie. Openbare generatieve AI-toepassingen zoals ChatGPT
en Copilot voldoen niet aan deze eisen. Daarnaast is rechterlijke oordeelsvorming expliciet
opgenomen als een hoogrisicoproces.

Meer weten?
Wil je hier meer over weten? Kijk dan eens op de achtergrondpagina’s over AI en
het programma AI bij de Rechtspraak. Om op de hoogte te blijven van de ontwikkelingen kan
je je aanmelden voor een nieuwsbrief: @rechtspraak.nl .  

Kenmerk: 
Zie ook: 
Bron: Landelijk programma Artificiële Intelligentie (AI)
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 Om tekst op te maken 

• Gebruik de Stijlen die zijn vastgelegd. 

• Deze zijn te vinden in het Lint onder Start - Stijlen 

 

Om een rij toe te voegen in de tabel: 

• Ga op een rij staan 

• Ga in het Lint naar Indeling 

• Kies bij Rijen en Kolommen voor Hieronder of Hierboven invoegen 

 

Een afbeelding plaatsen: 

• Plaats de cursor in de cel waar de afbeelding geplaatst moet worden en ga in het lint naar Invoegen – Afbeelding 

• Zoek de afbeelding op en plaats deze in de tabelcel 

 

Kleurbalkje aan de zijkant 

• Het kleurbalkje aan de zijkant is een getekende vorm die in de tabelcel is geplaatst 

• Maak het balkje even hoog als de foto die ernaast staat. 

- Check hoe hoog de foto is door de foto te selecteren en in het Lint naar Afbeeldingsindeling – Grootte te gaan 

- Selecteer het balkje. Ga in het Lint naar Vormideling – Grootte en vul de hoogte in 

• Je kunt het balkje ook een andere vulkleur uit het kleurenschema geven 

• Geef de KOP in die rij dezelfde kleur als het balkje 

 

De tabel in Outlook plakken: 

• Selecteer in Word de hele tabel. 

• Toets Ctrl-C om te kopiëren 

• Open een lege mail in Outlook  

• Plak de tabel in de mail door Ctrl-V te toetsen 

• Als plakoptie kies je Keep Source Formatting / Bronopmaak behouden (heel belangrijk!) 
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